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FIGURE 12.49 CNN used to recognize the ten digits in the MNIST database. The system was trained with 60,000
numerical character images of the same size as the image shown on the left. This architecture is the same as the
architecture we used in Fig. 12.42. (Image courtesy of NIST.)
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FIGURE 12.54 Kernels of the second layer after 200 epochs of training, displayed as images of size 5 x 5. There are six
inputs (pooled feature maps) into the second layer. Because there are twelve feature maps in the second layer, the
CNN learned the weights of 6 x 12 = 72 kernels.



12.2.4 ‘REEFRHZ ML

O B EFFIEE ML TSR

FIGURE 12.44 Feature Pooled  Feature Pooled Neural
Visual summary maps feature maps feature net
of an inppt image maps ﬂ 1’“_;[’5 I
propagating Ii I l ! 0
Fhrolugh the CNN .- E " : |
in Fig. 12.42. Shown '
as images are all the ! - -
results of | 2
convolution E e | |
(feature maps) and 3
pooling (pooled E E K i
feature maps) for H | . i 4
both layers of the 5 I
network. (Example E - - | 5
12.17 contains more - - ;
details about this | 6
figure.) ( . E e
ﬁ v} E i E 7
3
A ~
- " | ’



%125 g*\]'/ IJ

O 12.1 R FFR T 3L
O 12.2 EFREBIEIL H7ERNIR R
LT
B REGIT A
m REMLE
B RE ST
O 12.3 &M%
B [TERIRE
m EIE




12.3 &5 53k

O PR
B AmNXEAFR (FIR) ZBEHEIE k, X AMIIBRRE
NIRF—B ISR KM
sj(a) = sj(b), i =4,68, ..,k
sj(a) # sj(b), j=k+2,k+4,..

" EiRaFIbZ EIRVEEE, E)‘(?’vf‘lﬁﬁ] TR B {EI2L

D(a,b) = E

B EREEEHEEN TR
D(a,b) =0

D(a,b) =0, ifa=h
D(a,c) < max[(D(a,b),D(b,c))]



12.3 #9757

O PLECHZIREK

(@) FMIK;
(b) fERAE A AEOARR ;
(c) FR{ATERERE

2 e > | n




12.3 &A%

0 sR[ItHC
B ANXEAFafb# S E, a={a,, ay, -+, ap}, b={by, by,
oy b}, AN BZENEEE A, WATERNTFSEA
f = max(n, m) - a
O a%ﬂb‘Zl‘EjE’\J*Eﬂf\)\'ﬁafE%:

szzmax(n,m)—a

a




